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Introduction to Class

How this course works
Round-table introduction
Overview of ML4SE research
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Communication Tools

• Webpage: https://pengyunie.github.io/cs846mlse-1249/
• Course information, schedule, reading list

• Teams chat
• Mostly for paper discussion

• Learn: https://learn.uwaterloo.ca/d2l/home/1046525
• (rare) Announcements

• Email pynie@uwaterloo.ca
• Project report submission, questions/concerns
• Prefix your email with [CS846]
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mailto:pynie@uwaterloo.ca


Agenda
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today

Schedule 1
Lecture and demo (40min)
Break (10min)
Paper discussion (40min)
Flexible time

Schedule 2
Paper discussion 1 (40min)
Break (10min)
Paper discussion 2 (40min)
Break (10min)
Project presentations (<=60min)



Paper Discussion

• Discussion leads (x2 per paper)
• Choose a paper from the reading list of the day
• Announce (via Teams chat) your choice by Wednesday of the prev week
• Familiarize yourselves with the paper

• If needed, ask the instructor / your friends / ChatGPT before it is too late
• Lead the discussion in class

• Summarize the paper (5-10min); no need to make slides
• Positive leader: find reasons to accept the paper
• Negative leader: find reasons to reject the paper

• Audience
• Read the paper before class
• Participate in the discussion, ask questions, answer questions, etc.

5



Paper Discussion: Assessment
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• Missing a few classes due to 
deadlines/conferences/etc is fine

• You will be deducted points if and only if, by the end 
of the term, I determine, at my own discretion:
• You failed to show up in most of the classes for 

no good reason
• You showed up, but seldomly participate in the 

paper discussions

• Be the discussion leader at least once :)
• Judged by your performance as a discussion 

leader (but normally, I don't deduct points unless 
it was really bad)



Paper Discussion: Reading List and Signup Sheet

• Reading list on course webpage
• Obtain my approval if you want

to choose a paper not on the list

• Signup sheet
• https://tinyurl.com/2yxshejy
• First come first serve
• Only swap slots with others

if you reach an agreement
• Benefits of signing up for earlier slots:

• The papers tend to be easier to read (in fact, I haven't decided about the later papers)
• Be done with the paper discussion lead duty and focus on other things
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Project

• Timeline
• Team size: 2-4
• Expectation: a short-paper-level (or above) project

• Tool paper: research prototype -> implementation & integration
• Dataset paper: task -> dataset/benchmark
• Mining challenge: dataset -> statistics & observations
• Replication study: prior work -> new dataset/model

• Find your teammates by Sep 25 (after Add/Drop ddl)
• Changes to the list of team members not allowed after this date
• Start discussing what you want to do for the project
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Project: Deliverables

• Compulsory reports
• Proposal report: 1 page
• Progress report: 2-4 pages
• Final report: 4-10 pages
• Use ACM format by default

• Feel free to use a different template if you're targeting a specific conference

• Optional presentations
• Present your proposal/progress in class (Schedule 1)

• ~60min flexible time ≈ 4 teams x 15min
• If you're interested, let the instructor know before class; first come first serve

• Final presentations (Schedule 2)
• Invited by the instructor for teams making good progress
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Round-Table Introduction

• Name
• Masters/PhD
• Research interest
• Expectations from this course
• Fun fact
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Overview of ML4SE Research

• Context of this course: a brief history from 2012 to 2021
• Topics covered in this course
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2012: Naturalness of Software

• Software code written in PLs are natural
• Repetitive, predictable

• Experiments: more "natural" than English
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Hindle et al. On the naturalness of software. In ICSE 2012. https://doi.org/10.1109/ICSE.2012.6227135

n-gram language models



2014: Naturalize

• Predicting coding conventions
• Identifier naming
• Formatting (spaces, newlines)
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Allamanis et al. Learning natural coding conventions. In FSE 2014. https://doi.org/10.1145/2635868.2635883



2015: Graph-based Statistical Language Model

• Capture tree & graph structures in code
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Nguyen and Nguyen. Graph-based Statistical Language Model for Code. In ICSE 2015. https://doi.org/10.1109/ICSE.2015.336

Still n-gram, but the graph version of it



2016: RNN, CNN
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Gu et al. Deep API learning. In FSE 2016. 
https://doi.org/10.1145/2950290.2950334

Allamanis et al. A Convolutional Attention Network for 
Extreme Summarization of Source Code. In ICML 2016. 
https://proceedings.mlr.press/v48/allamanis16.pdf

+ attention mechanism
+ copy mechanism
...



2017: Grammar-based Models

• Constrains the output to be syntactical valid programs
• Code <-> Text becomes a very popular task
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Yin and Neubig. A Syntactic Neural Model for General-Purpose Code Generation. In ACL 2017. https://arxiv.org/abs/1704.01696



2018: Path-based Representation

• Encode program using AST paths

17
Alon et al. A general path-based representation for predicting program properties. In PLDI 2018. https://doi.org/10.1145/3192366.3192412



2018: Reinforcement Learning
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Wan et al. Improving automatic source code summarization via deep reinforcement learning. In ASE 2018. https://doi.org/10.1145/3238147.3238206



2019: CodeSearchNet

• Race of collecting massive, high-quality dataset/benchmarks

19
Husain et al. CodeSearchNet challenge: evaluating the state of semantic code search. https://arxiv.org/abs/1909.09436



2020: CodeBERT

• Transformers & large-scale pre-training
• w/ pre-training objectives specific to SE

20
Feng et al. CodeBERT: a pre-trained model for programming and natural languages. In Findings of EMNLP 2020. https://arxiv.org/abs/2002.08155



2021: Codex (-> GitHub Copilot)

• GPT-3 fine-tuned on coding dataset
• Introduced the "HumanEval" code generation benchmark

21
Chen et al. Evaluating Large Language Models Trained on Code. https://arxiv.org/abs/2107.03374



Topics
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Background on Machine Learning
What models to use?

Background on Software Engineering
What data to use and how to collect?

What tasks to solve? (subject to change)
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